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An advection scheme, which maintains the initial monotonic characteristics of a tracer field being

transported and at the same time produces low numerical diffusion, is implemented in the Coupled

Chemistry-Aerosol-Tracer Transport model to the Brazilian developments on the Regional Atmospheric

Modeling System (CCATT-BRAMS). Several comparisons of transport modeling using the new and

original (non-monotonic) CCATT-BRAMS formulations are performed. Idealized 2-D non-divergent or

divergent and stationary or time-dependent wind fields are used to transport sharply localized tracer

distributions, as well as to verify if an existent correlation of the mass mixing ratios of two interrelated

tracers is kept during the transport simulation. Further comparisons are performed using realistic 3-D

wind fields. We then perform full simulations of real cases using data assimilation and complete

atmospheric physics. In these simulations, we address the impacts of both advection schemes on the

transport of biomass burning emissions and the formation of secondary species from non-linear

chemical reactions of precursors. The results show that the new scheme produces much more realistic

transport patterns, without generating spurious oscillations and under- and overshoots or spreading

mass away from the local peaks. Increasing the numerical diffusion in the original scheme in order to

remove the spurious oscillations and maintain the monotonicity of the transported field causes excessive

smoothing in the tracer distribution, reducing the local gradients and maximum values and unrealist-

ically spreading mass away from the local peaks. As a result, huge differences (hundreds of %) for

relatively inert tracers (like carbon monoxide) are found in the smoke plume cores. In terms of the

secondary chemical species formed by non-linear reactions (like ozone), we found differences of up to

50% in our simulations.
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1. Introduction

The advection equation is a fundamental part of any fluid

dynamics model. In the context of atmospheric constituents,

this equation describes the transport of scalar properties

(e.g., mass density and mass mixing ratio) by the wind flow.

As stated by Rood [1987], the advent of atmospheric

chemistry transport models to study the environmental

impacts caused by manmade greenhouse gases, aerosol

particles and other pollutants requires the use of accurate

numerical advection schemes, primarily to precisely simu-

late the transport of plumes produced by sharply localized

sources. On the other hand, as explicit simulation of clouds

by so-called cloud resolving/permitting models becomes

frequent, the use of more accurate advection schemes is

also increasing, since clouds present sharp boundaries. One

important reason for the need for more accurate methods is

the difficulty of most advection schemes in properly trans-

porting structures that have strong gradients without

generating spurious oscillations, overshooting and even

negative values of positive-definite fields, like mass mixing

ratios.

Several authors have reported on the importance of

using more accurate advection schemes to improve several

aspects of atmospheric numerical simulations. Skamarock

and Weisman [2009] demonstrated the impact of a pos-

itive-definite transport scheme for moisture in numerical
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weather forecasting. The new scheme significantly reduced

the large positive bias in surface precipitation forecasts

found when the non-positive-definite advection scheme

was used by the model. Wang et al. [2009] evaluated the

performance of advection scheme formulations in the

Advanced Research Weather Research and Forecasting

Model (WRF-ARW). This modeling system was used to

produce large-eddy simulations focusing on aerosol-cloud

interactions studies. The authors tested the original for-

mulation based on the Runge–Kutta time-integration

scheme, with the option of using a positive-definite (PD)

flux limiter. The PD option eliminated the negative scalar

mixing ratios generated by the basic formulation, but

maintained spurious oscillations with overshoots of up to

20%. They then implemented a new option using a

monotonic flux limiter (MNT) that minimized the disper-

sion errors with a small augmentation of the numerical

diffusion. The simulations using the PD and the MNT

options showed considerable differences in the cloud

droplet and albedo fields.

When developing advection schemes, the following prop-

erties are frequently desired [e.g., Rood, 1987; Lauritzen

et al., 2011]: (1) mass conserving, (2) monotonic, positive-

definite and non-oscillatory, (3) low numerical diffusion,

(4) local, (5) accurate, (6) stable, (7) efficient from a

computational point of view, (8) multi-tracer computa-

tional efficiency (reuse of repeated calculations), (9) retains

tracer non-linear correlations and (10) multi-component

mass conserving. However, most advection schemes are not

able to simultaneously accomplish all the properties listed

above.

This paper describes and evaluates the new advection

scheme implemented in the CCATT-BRAMS regional

atmospheric chemistry transport model [Freitas et al.,

2005, 2009; Longo et al., 2010, also The Chemistry-CATT

BRAMS model: A new efficient tool for atmospheric

chemistry studies at local and regional scales, submitted

to Geoscientific Model Development, 2011). BRAMS is

derived from the Regional Atmospheric Modeling System

(RAMS) [Walko et al., 2000] with several implementations

(see Freitas et al. [2009] for details) to improve atmo-

spheric simulations over tropical and sub-tropical areas of

South America. CCATT-BRAMS is used in this study to

simulate the emission, transport and chemical transforma-

tion of trace gases produced by biomass burning over

South America.

This paper is organized as follows. Section 2 briefly

introduces the linear advection equation and the two

numerical schemes used in this study. In Section 3, idealized

wind flows and tracer distributions are employed to quan-

titatively evaluate both advection schemes. This section ends

with two evaluations using real wind flows. Section 4 per-

forms evaluations and discusses results for a real case

associated with a biomass burning plume. The summary

and conclusions are presented in Section 5.

2. The Advection Schemes

The 3-D linear advection equation for a scalar quantity reads

Lg

Lt
z v

? : +g~0, ð1Þ

where v
?

~ u,v,wð ÞT is the wind field and g~
r

ra

is the mass

mixing ratio of the tracer being advected. Here r and ra are

the tracer density and dry air density, respectively. Equation

(1) is also referred to as the advective form of the advection

equation. The dry air density obeys the mass continuity

equation

Lra

Lt
z+ : ra v

?
� �

~0: ð2Þ

Combining equations (1) and (2), the flux form of the

advection equation can be derived

L
Lt

ragð Þz+ : rag v
?

� �
~0: ð3Þ

One important property of the advection equation is that

equation (1) is equivalent to

dg

dt
~0, ð4Þ

or g constant from the Lagrangian point of view (following

the air parcel). This also means that the advection itself

cannot create a new maximum or minimum of the tracer

mixing ratio field being advected. So, the following con-

dition holds for g at any time t . 0

g tð Þ [ min g t~0ð Þð Þ, max g t~0ð Þð Þ½ �

where min and max mean the global minimum and max-

imum values. However, for the density field the condition

above is only obeyed when the wind field is non-divergent.

One critical point of any advection scheme, when transport-

ing sharply localized tracer fields, is the generation of

oscillations around the strong gradients (known as Gibbs

phenomenon [Hundsdorfer and Verwer, 2007]). Monotonic

schemes are used to prevent or attenuate the Gibbs phe-

nomenon. Formally, monotonic numerical schemes are ones

which, given an initial distribution which is monotonic

before advection, produce a monotonic distribution after

advection. Consequently, they neither create new extrema in

the solution nor amplify existing extrema. Non-monotonic

schemes can generate negative mass concentrations (due to

undershoots), which does not make physical sense, but also

give unstable chemical reactions, from a numerical point of

view. Also, the amplification of the actual maximum values

(overshoots) of concentrations of reactive species can have

huge impacts, mainly if the reaction is non-linear.

Another important property of the advection equation

is that an initially homogeneous mixing ratio (g x,y,ð
z,t~0Þ constant V x,y,zð Þ, where x, y and z are the three
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spatial coordinates) under advection by any type of wind

field will remain exactly the same as the initial situation.

This property is called the preservation of constancy and it is

a primary requirement for any numerical advection scheme.

One current approach to solving the 3-D advection

equation makes use of the splitting operator technique

[Yanenko, 1971; McRae et al., 1982; Lanser and Verwer,

1998]. In this methodology, the 3-D problem (e.g., equation

(1)) is split into three 1-D problems in the following way

Lg

Lt

� �
x

~{u
Lg

Lx

Lg

Lt

� �
y

~{v
Lg

Ly

Lg

Lt

� �
z

~{w
Lg

Lz
:

8>>>>>>>><
>>>>>>>>:

ð5Þ

Each direction is solved independently and then the various

changes resulting from the separate partial calculations are

combined to provide the global solution. The global solu-

tion can be achieved by parallel or sequential (unidirectional

or symmetric) techniques. In the sequential technique (used

in this work), each partial problem is solved using the

solution just updated from the application of the previous

partial operator as the initial condition. For example,

Crowley [1968] solves the 2-D advection equation by per-

forming two consecutive passes

g�~ADVX g tð Þ½ �[g tzDtð Þ~ADVY g�½ �

where the symbol ADV stands for the one-dimensional (or

partial) advection operator.

In the parallel technique, each partial problem solution

uses the same initial condition and then the global solution

is obtained from a simple sum of the partial solutions. In

this case for a 2-D problem, partial increments due to each

one-dimensional advection are determined as described

below

DgX tzDtð Þ~ADVX g tð Þ½ �{g tð Þ
DgY tzDtð Þ~ADVY g tð Þ½ �{g tð Þ,

�

then, the global solution at time t+Dt is given by

g tzDtð Þ~DgX tzDtð ÞzDgY tzDtð Þzg tð Þ:

The rest of this section summarizes the methods used to

solve the 1-D advection equation within the CCATT-

BRAMS modeling system.

2.1. The Tremback et al. Formulation

In the original formulation, the advection scheme in

CCATT-BRAMS is described by Tremback et al. [1987].

First of all, the advective scheme is configured in flux form

in order to conserve mass. Considering the x-direction, the

right side of equation (5) can be generically written as:

{u
Lg

Lx

� �
i

~{
1

ra

L
Lx

raguð Þzg
L
Lx

rauð Þ&{
1

rai
Dxi

raFð Þiz1=2{ raFð Þi{1=2

� �
{gj rauð Þiz1=2{ rauð Þi{1=2

� �n o
,

ð6Þ

where u is the wind component in the x direction, ra is the

dry air density, and g is the mass mixing ratio of the tracer

being advected. The subscript i references a particular grid

point. The subscript i+1/2 (i21/2) means that the quantity

is evaluated at the right (left) face of the grid point i. The

numerical solution for the advection fluxes is forward

upstream of second-order given by [Crowley, 1968]:

Fiz1=2~
Dxi

Dt

ai

2
gizgiz1

� �
z

a2
i

2
gi{giz1

� �	 

, ð7Þ

where a 5 uDt/Dx is the Courant–Friedrichs–Lewy (CFL)

number, with Dt and Dx the model time step and grid

spacing, respectively. In the current implementation, the

fluxes are reduced to first order (Fiz1=2~
Dxi

Dt
aigi), if

necessary, to retain positive-definiteness of scalar quantities.

According to the code documentation, the quantity will

remain positive definite provided that both fluxes are exiting

the box and aij jz aiz1j jv1. However, the former procedure

does not always guarantee non-negative mixing ratio values

and thus further clipping is necessary, mainly when tracer

distributions which show strong gradients are advected.

Here, the clipping procedure means that negative mass

mixing ratio values are converted to zero. In addition, there

is no mass compensation for the grid boxes with positive

mass mixing ratios, so conservation of total mass is not

exactly obeyed.

The scheme requires only information from the nearest

neighbors of each model grid box, simplifying parallel

computational implementation. This also reduces the

amount of data to be exchanged among the computer nodes

when using Message Passing Interface (MPI). The full 3-D

solution for the advection equation is obtained using uni-

directional sequential splitting, following the order x?y?z.

2.2. The Walcek Formulation

The new formulation implemented for the advection

scheme in CCATT-BRAMS was developed by Walcek

[2000, hereinafter W2000]. W2000 solves the equation

L
Lt

ragð Þz L
Lx

raguð Þ~0, ð8Þ

evaluating the first guess for the mass mixing ratio at time

t+Dt using the following equation
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g
guess
i ~

1

Dd

gt
i Dd{1{

Dtragf u
� �

iz1=2

Dxi

z

Dtragf u
� �

i{1=2

Dxi

2
64

3
75:
ð9Þ

Here, following the description given by W2000, gf is the

average mixing ratio within the fluid flowing across each cell

edge during time step Dt, and Dd{1 and Dd are the

dimensionally dependent fluid air densities at the beginning

and end of the time step. Also, the fluxes Dtragf u
� �

i+1=2
are evaluated assuming a linear distribution of the tracer

within each grid cell, following Van Leer’s [1977] approach.

The following steps are taken to impose monotonicity of the

solution:

1. 1. gf

� �
i+1=2

is constrained to fall in the range of the

mixing ratios on either side of the interface where the

fluxes are evaluated

2.

min gi,giz1

� �
v gf

� �
iz1=2

v max gi,giz1

� �
, uiz1=2§0

min gi,gi{1ð Þv gf

� �
i{1=2

v max gi,gi{1ð Þ, ui{1=2v0:

8><
>:

ð10Þ

2. Outflowing fluxes are adjusted so that the updated

mixing ratios never exceed or fall below the physically

constrained highest gtzDt
max

� �
and lowest gtzDt

min

� �
allowed

mixing ratios:

(1) (1) The upper and lower limits are given by

-

gtzDt
min ~ min gi,gi{1ð Þ, gtzDt

max ~ max gi,gi{1ð Þ, ui{1=2§0

gtzDt
min ~ min gi,giz1

� �
, gtzDt

max ~ max gi,giz1

� �
, ui{1=2v0,

(

ð11Þ

(2) If g
guess
i violates these monotonic constraints, the

updated mixing ratio is set to the violated limit

-

gtzDt
i ~ max min gtzDt

max ,g
guess
i

� �
,gtzDt

min

� �
: ð12Þ

(3) Then the outflowing flux is adjusted so that gtzDt
i

becomes the violated limit

Dtragf u
� �

iz1=2
~ gt

i Dd{1{gtzDt
i Dd

� �
Dxiz

Dtragf u
� �

i{1=2
, uiz1=2§0

Dtragf u
� �

i{1=2
~ gtzDt

i Dd{gt
i Dd{1

� �
Dxiz

Dtragf u
� �

iz1=2
, ui{1=2v0:

8>>>>>>>>><
>>>>>>>>>:

ð13Þ

The numerical diffusion, which erroneously spreads mass

away from local peaks, is reduced by introducing a numer-

ical parameter. This parameter adjusts fluxes at two cell

edges around local extremes, reducing the numerical

diffusion.

3. Numerical Experiments

In this section, several numerical experiments are performed

to evaluate both advection schemes. We start with idealized

wind flows and then we perform real experiments using

atmospheric analysis data to provide initial and boundary

conditions for the model integration. To evaluate the

numerical results when the true solution is known exactly,

the following normalized standard errors are used

[Williamson et al., 1992], assuming we use a limited-area

domain in Cartesian coordinates and all grid boxes have

identical sizes (which is the case for Sect. 3.1):

l1~

P
ij

w{wTj jP
ij

wTj j
, ð14Þ

l2~

P
ij

w{wTð Þ2

P
ij

wTð Þ2

2
64

3
75

1=2

, ð15Þ

l?~

max
Vij

w{wTj j

max
Vij

wTj j
, ð16Þ

where w and wT are the numerical and true solution,

respectively, of the quantity being advected. Here, the sum

and max operators extend over the entire model domain.

The best score is the closest to zero. We also evaluate the

mass conservation capability of each advection scheme by

defining the following parameter

merr~
mf {mi

mi

: ð17Þ

Here, the quantities mf and mi are the final and initial total

mass of the tracer being advected. Table 1 introduces the

nomenclature we will follow hereafter to refer to the

advection scheme used in the numerical experiments.

Table 1. Nomenclature of the Advection Schemes Used in this
Work

Nomenclature Advection Scheme Used

orig Tremback et al. [1987]
mnt Walcek [2000]
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3.1. Idealized Wind Flows and Tracer Distributions

3.1.1. Solid Body Rotation Under a Non-divergent
Rotational 2-D Wind Field

This is a traditional wind field used by several authors to test

their advection schemes [e.g., Prather, 1986; Lin and Rood,

1996; W2000]. It is easy to implement, and with this wind

field, after a complete rotation, the solution of the tracer

mixing ratio field will be exactly the same as the initial field.

The 2-D wind field v
?

~ u,vð ÞT is stationary (time inde-

pendent) and given by

u x,yð Þ~{
U0

a
y{y0ð Þ

v x,yð Þ~z
U0

b
x{x0ð Þ,

8><
>: ð18Þ

where U0 is the amplitude of the each wind component, in

this case p m/s, and xo 5 50 m and y0 5 50 m are the center

of model grid domain. The constants a and b are the lengths

of the model domain which are defined below. The bound-

ary condition is determined by the flow direction. For the

inflow condition, the background mass mixing ratio is

transported towards the interior of the model domain. In

case of outflow, the tracer flows out of the domain. It is easy

to show that +: u,vð ÞT ~0. The integration of the advection

equation is performed on a horizontal grid spacing of 1

meter at each direction with the model domain composed

by 1006100 grid boxes. To test the CFL restriction, four

experiments are done using different time steps (see Table 2).

The initial tracer field has the form of a square of length 20

grid boxes filled with 2.5 1023 arbitrary units (hereafter au)

in the region 30 m # x , 50 m and 30 m # y , 50 m, as

shown in Figure 1a. Note that the advection is performed on

a tracer background equal to zero and the total mass of the

tracer is numerically equal to 1. The air density at the initial

time is 1 kg/m3 and, as the wind field is non-divergent, it

will remain exactly the same during the integration.

Figures 1c and 1d show the numerical solution for the tracer

mixing ratio after a full rotation using the orig and the mnt

advection schemes, respectively, for a time step of 0.1 s,

which correspond to a CFL number of p=10. While the orig

solution hardly resembles the exact solution (Figure 1a), the

mnt solution provides much better agreement. Both

schemes do not create negative mixing ratios; however, the

orig one generates spurious new maxima as seen in

Figure 1b. The same figure shows perfect agreement between

the exact and mnt solutions in most grid boxes, only

showing discrepancies in the location of sharp gradients

due to the low numerical diffusion introduced by the

scheme.

The corresponding evaluation using the criteria intro-

duced in Sect. 3 is presented in Table 2. Besides the

experiment shown in Figure 1, three additional runs were

performed using time steps of 1/4, 1/3 and 1/2 s, which

correspond to CFL numbers of p/4, p/3 and p/2, respect-

ively. Note that, for single precision, the machine precision

is about 1027 for the mass absolute error and about 1025%

for the relative one. From Table 2, the mnt scheme preserves

the total mass better than the orig scheme, and its relative

error (merr) is in the range of the machine precision. In

addition, the mnt scheme shows much better scores for the

normalized standard errors.

3.1.2. Deformational Non-divergent and Time-
Dependent 2-D Wind Flow

Nair and Lauritzen [2010, hereinafter NL2010] provide

several recommendations for testing advection schemes.

One is using a periodic time-dependent and non-divergent

2-D wind field given by:

u x,y,tð Þ~U0 sin2 apxð Þ sin 2apyð Þ cos pt=T
� �

v x,y,tð Þ~{U0 sin2 apyð Þ sin 2apxð Þ cos pt=T
� �

,

(
ð19Þ

where U0 is the amplitude of each wind component, in this

case 80 m/s, a is a constant given by p/1000 km21 and T 5

6 h is the time period. The time integration is performed

in the interval 0ƒtƒT . Following NL2010, the term

cos pt=T
� �

was recommended by LeVeque [1996] to impose

a reverse flow field u,vð Þ after time t 5 T/2 and then bring

the tracer field back to its initial shape and position at time

t 5 T, providing the exact solution to evaluate the numerical

one. Again, it can be shown that +: u,vð ÞT ~0 at any time t.

In this test, the integration of the advection equation is

performed with 10 km grid spacing in each direction with

the model domain composed of 1006100 grid boxes.

Here we set a time step of 100 s, which corresponds to

the maximum CFL number of 0.8. To test both advec-

tion schemes under this wind flow, four initial tracer

Table 2. The Normalized Standard and Mass Conservation Errors for the Rotational Non-divergent Flow Test Using Four CFL Numbersa

CFL Number and the
Total Number of Time
Steps l1 orig l1 mnt l2 orig l2 mnt l‘ orig l‘ mnt merr (%) orig merr (%) mnt

p/10 2 1000 0.471 0.132 0.443 0.270 0.857 0.937 21. 1024 26. 1025

p/4 2 400 0.449 0.116 0.420 0.240 0.842 0.827 22. 1024 27. 1025

p/3 2 300 0.456 0.111 0.408 0.220 0.861 0.757 22. 1024 26. 1025

p/2 2 200 U 0.103 U 0.193 U 0.686 U 21. 1024

aThe total number of time steps is the amount needed for a full revolution. The letter ‘U’ means that model integration became unstable.
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distributions are used, as seen at the top of Figures 2 and 3.

The values of the first two tracer fields (square and slot) are

defined as 100 au and its initial location is depicted in

green in these figures; both are advected on a background

of 20 au, shown in white. The triangular tracer fields have a

maximum value of 100 au at the centers, decreasing

linearly to 20 au at the bases, which covers 20 grid boxes.

The Gaussian tracer fields also have a maximum value of

100 au at their centers, which are located at the points (50,

25) and (50, 75), decreasing exponentially to 20 au at their

bases, which cover 20 grid boxes. The triangular and

Gaussian tracer fields are also advected over a background

of 20 au. Appendix A contains the exact equations for the

initial conditions.

Figure 2 shows the tracer fields at time t 5 T/2, when the

extreme deformation occurs. On the left side, the numerical

solutions provided by the orig scheme are depicted. For

Figures 2a and 2c, overshoots of the tracer field greater than

30% of the maximum allowed value (100 au) are generated,

as well as undershoots below 20 au, the minimum value

allowed. Note also the oscillatory behavior of the tracer field

indicated by alternation between blue and white. The solu-

tions provided by the mnt scheme (Figures 2b and 2d) are

much better. Overshoots or undershoots are not produced,

nor oscillatory behavior of the tracer field. The numerical

solution remains between 20 and 100 au. For the triangular

and Gaussian tracer fields, the orig scheme does not produce

overshoots (Figures 2e and 2g), but undershoots and oscil-

latory behavior are seen. Also, the numerical diffusion

intrinsic in the orig scheme smoothes its solution, reducing

the maximum simulated values. The mnt scheme provides a

much improved numerical solution for the same cases. As

before, overshoots or undershoots are not produced, nor

the oscillatory behavior of the tracer field. The intrinsic

Figure 1. The rotational non-divergent flow test. (a) The initial tracer and wind fields. (b) Cross sections at grid box y540 m of the exact,
orig and mnt solutions. (c) The numerical solution for the tracer mixing ratio after a full rotation using the orig advection scheme.
(d) Same as Figure 1c but using the mnt advection scheme. The tracer fields are multiplied by 40000 for clarity of the color bar.
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Figure 2. The non-divergent deformational wind flow test. (top) The four initial tracer fields to be advected. On the left side, the initial
wind field appears. (a, c, e, g) The numerical solutions at time t 5 T/2 using the orig scheme and (b, d, f, h) the numerical solutions at
time t 5 T/2 using the mnt scheme.
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numerical diffusion is much lower and maximum simulated

values are much closer to what is expected.

Figure 3 shows the tracer fields at time t 5 T, when the

tracer is brought back to its initial position and the exact

solution is known, once it is exactly equal to the tracer field

at time t 5 0. The eight (A, B, …, H) simulated tracer

distributions can be directly compared with the correspond-

ing exact solutions shown Figure 3 (top). For the square and

slot distributions, oscillatory and non-monotonic behaviors

are evident in the orig scheme solutions (Figures 3a and 3c).

In the mnt solutions (Figures 3b and 3d), these behaviors do

not take place. Note also that the simulated shapes at time t

5 T by the mnt scheme resemble the initial condition much

better than solutions provided by the orig one. For the

triangular and Gaussian tracer distributions, once more,

oscillatory and non-monotonic behaviors are shown by the

orig scheme (Figures 3e and 3g), but not by the mnt one

(Figures 3f and 3h). In these previous two cases, the much

stronger numerical diffusion associated with the orig

scheme is clearly evident. See Animation S1 in the auxiliary

material1 for a time evolution of the transport of the four

tracers, from time t 5 0 and T with 10-minute interval.1 The

features described before are also depicted in Figure 4, which

shows a cross section of tracer mixing ratio in au at time t 5

T and coordinate X 5 50 for the initial shapes in the form of

a square (Figure 4a), slot (Figure 4b), triangular (Figure 4c)

and Gaussian (Figure 4d). The exact solution is shown in

blue, red depicts the mnt solution and the orig solution is in

black. As discussed before, non-monotonic and oscillatory

features are evident from the orig solution, as seen in

Figures 4a and 4b, while the stronger numerical diffusion

of this scheme is noticeable in Figures 4c and 4d. Note also

that the mnt solution for the Gaussian distribution is almost

perfect (Figure 4d), and the triangular one shows only a

small deviation very close to the center of the tracer field.

A further evaluation of the numerical performance of

both schemes is shown in Table 3. Note that for single

precision and a total mass of the order of 104, which is the

case for the experiments in this section, the machine

precision is around 1025%. Mass conservation is in the

machine precision range in both schemes. However, for the

global standard errors, the mnt scheme shows much better

scores, in some cases 4 to 5 times better.

3.1.3. Deformational Divergent and Time-Dependent
2-D Wind Flow

In this section, we set a periodic time-dependent and

divergent 2-D wind field, also recommended by NL2010:

u x,y,tð Þ~{U0 sin2 apxð Þ sin 2apyð Þ cos pt=T
� �

v x,y,tð Þ~z
U0

2
sin 2apxð Þ cos apyð Þ cos pt=T

� �
:

8<
: ð20Þ

Similar to the previous case, the flow field u,vð Þ reverses

after time t 5 T/2 and then brings the tracer field back to its

initial shape at time t 5 T, providing the exact solution to

evaluate the numerical one. It can be shown that, in general,

+: u,vð ÞT=0. All parameters shown in equation (20) are the

same as those employed in equation (19) of the previous test

case, as well as the grid configuration. However, only the

mnt scheme is studied with this wind flow.

This case is more difficult to implement because the air

density is no longer constant in time and space, due the

compression and decompression provoked by this kind of

wind flow. So, the mass continuity equation (equation (2))

for the dry air density has to be solved simultaneously with

equation (3). To solve the dry air mass continuity equation,

we use the splitting operator technique. In this case, equa-

tion (2) is rewritten in the following form

Lra

Lt
~

Lra

Lt

� �
adv

z
Lra

Lt

� �
div

, ð21Þ

and split in two as shown in equation (22)

Lra

Lt

� �
adv

~{ v
? :+ra (22a)

Lra

Lt

� �
adv

~{ra+: v
?

(22b)

8>>><
>>>:

A time step of 5 seconds was needed to integrate equation (21).

After calculating +: u,vð ÞT using equation (20) and inserting

it in equation (22b), it becomes an ordinary 1st order differ-

ential equation, which can be integrated in time using a semi-

implicit scheme. The initial condition is ra t~0ð Þ~1 kg m23.

After this step, the dry air density is updated, but only from

the contribution of local wind divergence. Then, the W2000

scheme is used to integrate equation (22a), providing the

complete solution for equation (21).

As defined in the previous section, U0 is the amplitude of

each wind component, in this case 80 m/s, the parameter a is

p/1000 km21 and T 5 6 h is the time period. The

integration of the advection equation was performed with

10 km grid spacing in each direction with the model domain

composed of 1006100 grid boxes. The time step was the

same as that used to integrate equation (21), which corre-

sponds to 0.04 for the maximum CFL number. Figure 5

shows the time evolution of the tracer mixing ratio and

density of a Gaussian distribution (see Appendix A) under

the divergent deformational flow described by equation

(20). Figures 5a and 5b show the distribution at the initial

time. At this time, the maximum values for mixing ratio and

density are 100 kg/kg and 100 kg/m3, respectively. The tracer

distributions at time t 5 T/2, when the extreme deformation

occurs, are shown in Figures 5c and 5d. It can be noted that

spurious oscillations are not produced, and there is mono-

tonic preservation of the mixing ratio field. Also at this time,

the density field reaches values of up to 200 kg/m3, higher

1 Auxiliary materials are available in the HTML. doi:10.1029/2011

MS000084
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Figure 3. The non-divergent deformational wind flow test. (top) The four initial tracer distributions to be advected are shown. On the
left, the initial wind field also appears. (a, c, e, g) The numerical solutions using the orig scheme at time t 5 T, when the tracer patterns
return back to their initial position and shape. (b, d, f, h) The same as before but for the mnt scheme.
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than the maximum value present in the initial condition.

This behavior is expected because of the strong compression

zones existing in this wind flow. At time t 5 T, when the

tracer is brought back to its initial position and shape

(Figures 5e and 5f), both fields present very similar patterns

to the exact solutions.

3.1.4. Tracer Correlations

Some authors [e.g., Plumb and Ko, 1992; Plumb, 2007] have

shown the existence of certain long-lived species in the

stratosphere for which the concentrations are interrelated.

In this case, a scatter plot of the mixing ratio of one versus

that of the other collapses into a well defined curve. Lin and

Rood [1996] advocated that a transport model must be able

to maintain the existing correlation information among the

chemical species. In this section we follow Lauritzen et al.

[2011] for testing the preservation of tracer correlations by

both advection schemes. Maintenance of linear or non-

linear (quadratic and fourth order) correlations existing at

the beginning is tested under a deformational non-divergent

and time-dependent 2-D wind flow given by equation (19).

The tests make use of the same grid configuration and time

step as in Section 3.1.2. We define a tracer field Tr1 given by

the Gaussian distribution described in that section and

shown at the top of Figure 2. Three additional tracer fields

are defined following the relationships

Tr2~a1Tr1zb1 (23a)

Tr2~a2Tr2
1zb2 (23b)

Tr2~a4Tr4
1zb4, (23c)

8><
>:

where ai and bi are constants. For these tests, the constants

used were a5{3/2, 3/200, 3/160000} and b5{22, 32, 12}.

Scatter plots of the mass mixing ratio of two interrelated

tracers Tr1 and Tr2 are shown in Figure 6. In all panels, the

blue dots represent the initial correlation existing between

the mixing ratios of two tracers. The scatter plots for time

t 5 T/2, when the extreme deformation occurs, are shown in

Figures 6a–6c, while the results corresponding to time t 5 T,

Figure 4. Cross section at grid box X550 of the mixing ratio at time t 5 T, when the tracer patterns return back to their initial position.
The exact, orig and mnt solutions are shown for the initial shape given by a (a) square, (b) slot, (c) triangular, and (d) Gaussian.
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when the tracer patterns return back to their initial position

and shape, are shown in Figures 6d–6f. The results of the orig

and mnt schemes are depicted in black and red, respectively.

As shown in Figures 6a and 6d, both schemes precisely

maintain the linear correlation. However, for the two pre-

scribed non-linear correlations (Figures 6b, 6c, 6e, and 6f),

the orig scheme shows a damping of the maximum mixing

ratio and its dots populate the concave side of the blue

‘curve’. P. H. Lauritzen and J. Thuburn (Evaluating advec-

tion/transport schemes using interrelated tracers, scatter

plots and numerical mixing diagnostics, submitted to

Quarterly Journal of the Royal Meteorological Society, 2011)

introduced a schematic classification of the numerical mixing

which results from advection schemes. According to this

classification, the behavior of the orig scheme is referred to as

‘real’ mixing because it resembles a true mixing caused by

physical mechanisms. On the other side, the dots associated

with the mnt scheme fall closely around the blue ‘curve’,

indicating much better preservation of the non-linear corre-

lations. In addition, the damping is much smaller than that

produced by the orig scheme. Following Lauritzen and

Thuburn (submitted manuscript, 2011), the mnt scheme

presents one aspect of ‘real’ mixing associated with the red

dots on the concave side of the blue ‘curve’, but also another

one referred to as ‘range-preserving unmixing’ due to the red

dots which populate the convex side of the ‘curve’, but do not

create overshoots. The term ‘unmixing’ is used to character-

ize the up-gradient transport caused by purely numeri-

cal reasons. The fact that both advection schemes do not

precisely preserve the non-linear correlations is consistent

with the work of Thuburn and Mcintyre (1997). In this paper,

the authors demonstrated that no Eulerian advection

schemes can preserve non-linear correlations.

3.1.5. Multiple Versus Individual Component
Property Preservation

In this section, we address the problem of the how well the

global properties of a multi-component system are preserved

when each tracer which makes up the system is transported

by both advection schemes. The motivation for this study is

due to the fact that the constraints and flux limiters imposed

by advection schemes to accomplish the monotonic con-

dition deviate them from being strictly linear.

In the first test, three tracer fields in which the sum of the

mixing ratios is a constant are advected by both schemes. Both

the orig and mnt schemes strictly achieve the preservation of

constancy (see Section 2). So, here the test consists of applying

both advection schemes to transport the three tracers and

checking if the sum of their mixing ratios stay constant at all

times. The three tracer fields are defined as Gaussian distribu-

tions being transported by a deformational, non-divergent

and time-dependent 2-D wind flow given by equation (19).

The sum of the mixing ratio of the three tracers is initially

defined as 360 au (see Appendix A for the exact initial

conditions for all the tracers used in this section). The tests

make use of the same grid configuration and time step as

Section 3.1.2. Figures 7a and 7b show the results for the orig

and mnt advection schemes, respectively, and correspond to

the mixing ratio cross section at grid box Y5 50 at time t 5 T,

when the tracer patterns return back to their initial position

and shape. Figure 7a shows the results for the orig advection.

As the reader can see, the numerical solution presents sig-

nificant differences from the exact solution for the tracers Tr1,

Tr2 and Tr3; however, the sum Tr1+Tr2+Tr3 is perfectly

preserved, indicating that this scheme keeps the linear prop-

erty of the advection equation. However, the results from the

mnt advection (Figure 7b) are much better when comparing

the numerical solution with the exact one of each tracer. But,

the sum Tr1+Tr2+Tr3 is not well preserved as in the case of the

orig advection. This denotes that the mnt scheme introduces a

small non-linearity in the originally linear problem. This

characteristic of the Walcek scheme was already discussed

by Ovtchinnikov and Easter [2009]. However, as stated

by Lauritzen and Thuburn (submitted manuscript, 2011),

schemes with shape-preserving filters will, in general, not be

able to preserve the sum when transporting the tracers

individually. They show also that even highly accurate advec-

tion algorithms like the conservative semi-Lagrangian multi-

tracer transport scheme (CSLAM [Lauritzen et al., 2010]) do

not preserve the sum, if its shape-preserving filters are used.

In the second test, four Gaussian tracer fields (Tr1,…, Tr4)

are advected under the same wind flow described before. The

4th tracer has a mass mixing ratio given by Tr45 Tr1+Tr2+Tr3

(see Appendix A). Figures 7c and 7d show the results for the

orig and mnt schemes, respectively, at time t 5 T. The

numerical solutions of the orig scheme present large differ-

ences from the exact solution for the tracers Tr1, Tr2, Tr3 and

Tr4 (the numerical solution for this tracer is exactly the same

as that represented by the green line, which is the sum

Tr1+Tr2+Tr3). As before, the sum (Tr1+Tr2+Tr3) and Tr4

are almost the same, indicating the linearity preservation of

Table 3. The Normalized Standard and Mass Conservation Errors for the Deformational Non-divergent Wind Flow Test Described by
Equation (19)a

Initial Shape of
the Tracer Field l1 orig l1 mnt l2 orig l2 mnt l‘ orig l‘ mnt merr (%) orig merr (%) mnt

Square 0.083 0.046 0.212 0.163 0.548 0.480 1. 1024 8. 1025

Slot 0.131 0.057 0.249 0.170 0.631 0.613 27. 1025 8. 1025

Triangular 0.034 0.008 0.082 0.025 0.220 0.059 6. 1025 28. 1025

Gaussian 0.033 0.009 0.106 0.030 0.246 0.071 29. 1025 27. 1026

aThe quantities correspond to time t 5 T, when the tracer patterns return back to their initial position and the exact solution is then known.
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Figure 5. The divergent deformational flow test applied with a Gaussian distribution. Only results with the mnt scheme are shown.
(a) The tracer concentration field expressed in terms of the mass mixing ratio at the initial time. (b) Same as Figure 5a but in terms of
mass density. Both fields have maximum values of 100 kg/kg and 100 kg/m3, respectively. (c, d) The numerical solutions at time t 5 T/2,
the time of the extreme deformation and (e, f) the solutions at time t 5 T, when the tracer patterns return back to their initial position
and shape.

12 Feitas et al.

JAMES Vol. 3 2011 www.agu.org/journals/ms/

www.agu.org/journals/ms/


the orig scheme. The numerical results from the mnt scheme

(Figure 7d) are much better and the sum Tr1+Tr2+Tr3 is very

close to both Tr4 and the exact solution.

The error quantification for the second test is described in

Table 4. Again, for the global standard errors, the mnt scheme

shows much better scores, in some cases 4 to 5 times better.

3.2. Some Examples of Real Cases

3.2.1. Advection of a Rectangular Parallelepiped
Tracer Field by a Realistic 3-D Wind Flow

Here we transport an idealized tracer field (in this case, a

rectangular parallelepiped) under a realistic 3-D wind flow

simulation. Real simulation of the wind field is obtained by

using initial and boundary conditions from the Brazilian

Center for Weather Prediction and Climate Studies

(CPTEC) analysis fields using a T126L28 resolution (the

approximate grid spacing is 100 km and more details are

provided in the next section) and full model physics. The

model was configured with one grid with 10 km horizontal

resolution on a polar-stereographic projection covering the

southeast part of Brazil (1206120 horizontal grid points

denoted by the indexes X and Y) and with a time step of

15 seconds. Since the grid covers a small domain and the

center of the plane of projection is located in the center of

the grid, the true grid spacing is very close to 10 km. The

vertical coordinate is a terrain following coordinate and its

resolution varies telescopically, with higher resolution at the

surface (100 m) with a ratio of 1.09 up to a maximum

vertical resolution of 950 m, with the top of the model at

23 km (a total of 42 vertical levels). The total length of the

Figure 6. Scatter plots of the mixing ratio of two interrelated tracers transported by a deformational non-divergent and time-
dependent 2-D wind flow. The blue dots represent the initial correlation existing between the mixing ratios of the two tracers. Initial
linear, quadratic and fourth order correlations are tested with the orig (black) and mnt (red) advection schemes. (a–c) The results at
time t 5 T/2, when the extreme deformation occurs. (d–f) The correlations at time t 5 T, when the tracers patterns return back to their
initial position and shape.
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time integration was 24 hours. The tracer mixing ratio is

initiated with 100 au and the background is set to zero. The

horizontal domain initially occupied by the tracer was 10 ,

X , 30 and 10 , Y , 30, while in the vertical the tracer was

initially localized between 1.7 and 4.1 km in height.

Figures 8a and 9a show the initial horizontal and vertical

locations of the tracer field, respectively. The tracer distri-

butions 12 hours after and simulated by the orig and mnt

schemes are shown in Figures 8c and 8d, respectively. The

orig scheme clearly introduces spurious oscillations, over-

shoots and undershoots. Also, stronger horizontal diffusion

is evident. On the other hand, the simulation produced by

the mnt scheme is much better at keeping the monotonicity

of the distribution without the spurious oscillations.

Figure 8b shows the cross section of the tracer fields at time

0 and 12 h at latitude 25.8 S. From this figure, the

monotonic preservation of the mnt scheme is evident. The

Table 4. The Normalized Standard Errors for the Deformational
Non-divergent Wind Flow Test Described by Equation (19) and
for the Four Tracers Described in Figures 7c and 7da

Tracers l1 orig l1 mnt l2 orig l2 mnt l‘ orig l‘ mnt

Tr1 0.044 0.010 0.091 0.028 0.139 0.058
Tr2 0.036 0.016 0.057 0.027 0.086 0.048
Tr3 0.025 0.009 0.048 0.019 0.094 0.046
Tr4 0.028 0.011 0.051 0.021 0.090 0.048

Tr1+Tr2+Tr3 0.028 0.010 0.051 0.019 0.091 0.042

aThe quantities correspond to time t 5 T, when the tracer patterns return
back to their initial position and the exact solution is known.

Figure 7. Multicomponent transport simulations using the orig and mnt schemes. (a, b) The cross sections at grid box Y550 of the
mixing ratio of 3 interrelated tracers at time t 5 T. (c, d) The same as before, but for the 4 tracers case.
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quality of vertical transport can be evaluated from Figure 9.

As before, Figures 9c and 9d show the tracer distributions

12 hours after and simulated by the orig and mnt schemes,

respectively. A similar discussion applies here. Observe the

strong under- and overshoots produced by the orig scheme

as showed by Figure 9b. In general, the quality of the results

with the mnt scheme is remarkable.

Medvigy et al. [2005] showed that the RAMS model in

its native formulation exhibits a significant degree of mass

non-conservation associated with the approximated equa-

tion used to predict the air pressure, which is done in

terms of the Exner function. They improved the mass

conservation in RAMS by two orders of magnitude by

extending the formulation to the exact, physically complete

equation. This improvement is also included in the

CCATT-BRAMS model and its impact together with the

new advection scheme is discussed as follows. Figure 10

shows the time evolution of the mass conservation error

(%) calculated for the initial rectangular parallelepiped

tracer field discussed in this section. Using the original

RAMS formulation (denoted by IEXEV1), after 18 hours

the errors are approximately 0.25 and 0.22% for the orig

and mnt schemes. In our case, the use of Medvigy et al.’s

[2005] extension (denoted by IEXEV2) reduced the errors

to approximately 0.17 and 0.14%. These results show that

the mnt advection itself produced an improvement on the

RAMS mass conservation.

3.2.2. Vertical and Horizontal Transport Under an
Intense Rainfall Regime

In this section, we explore the performance of the advection

schemes in vertically transporting tracers from the PBL to

Figure 8. A 3-D real case study: transport of a rectangular parallelepiped by a realistic divergent flow. (a) The tracer concentration field
expressed in terms of mass mixing ratio at initial time and a height of 1900 m; the horizontal wind flow is also depicted. (b) The cross
section of the tracer mixing ratio at latitude 25.8 S. The initial cross section (blue) as well as the one simulated by the mnt (red) and orig
(black) schemes at 12 hours are shown. (c) The mass mixing ratio after 12 hours and using the orig advection scheme. (d) Same as
Figure 8c but with the mnt scheme.
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upper levels due the occurrence of convective systems and

then the horizontal transport at these levels by the prevailing

winds. We performed simulations for the time period of 8–9

August 2008, when a mid-latitude cold front approach

produced intense rainfall over the southeast part of Brazil,

a region characterized by densely populated urban areas

with a massive amount of mobile and industrial emission

sources. The model configuration was the same as in Section

3.2.1. The total length of the time integration was 2 days,

starting on 8 August 2008 at 00 UTC. For the atmospheric

initial and boundary conditions, the 6 hourly CPTEC

T126L28 analysis fields of horizontal wind, geopotential

height, air temperature and water vapor mixing ratio were

used for the model initialization and to provide the neces-

sary boundary conditions using a 4DDA (four-dimensional

data assimilation) nudging technique. Initial and boundary

conditions for the chemical species were taken from the

Multi-scale Chemistry and Transport Model (MOCAGE)

[Peuch et al., 1999], also using the previously described

nudging technique.

Figure 11a shows the 24-hour accumulated rainfall as

estimated by remote sensing, with values up to 100 mm. The

black box denotes the model domain. The corresponding

model simulation is shown in Figure 11b. Observe that the

model is able to capture several aspects of the remote

sensing rainfall distribution, with accumulated rainfall up

100 mm close to the estimated maximum. Here we will not

discuss in details the model skill in the simulation of

convective systems, but only the vertical and horizontal

transport of tracer fields. The impact of the advection

Figure 9. A 3-D real case study: transport of a rectangular parallelepiped by a realistic divergent flow. (a) The tracer concentration field
expressed in terms of mass mixing ratio at initial time and latitude 26 S. (b) The cross section of the tracer mixing ratio at a height of
1900 m. The initial cross section (blue) as well as the ones simulated by the mnt (red) and orig (black) schemes at 12 hours is shown.
(c) The mass mixing ratio after 12 hours and using the orig advection scheme. (d) Same as Figure 9c but with the mnt scheme. The wind
fields depicted in Figures 9c and 9d correspond to the components u and w. The magnitude of the vertical velocity (w) is multiplied by
1000 for clarity.
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schemes on the vertical transport can be evaluated from

Figure 12. Figures 12a and 12b refer to the simulation

using the orig scheme but with different strengths of

horizontal diffusion, which are applied to the dynamical

as well as tracer variables, here represented by the user-

specified parameter akmin (see Appendix B for details

about the RAMS horizontal diffusion). The simulation

presented in Figure 12a has much stronger diffusion

(akmin 5 1) than the one in Figure 12b (akmin 5 0.01).

Using weak diffusion with the orig scheme (Figure 12b),

spurious oscillations of the tracer field are produced, for

example, in the first 3 km of height and around longitude

Figure 10. The time evolution of the mass conservation error (%) calculated for the initial rectangular parallelepiped tracer field being
advected by a real 3-D wind flow. The index IEXEV1 refers to the simulation where the original RAMS formulation was used to
prognosticate the air pressure, while IEXEV2 refers to Medvigy et al.’s [2005] extension using the exact, physically complete equation.
Only results before 18 hours of simulation are shown, since after this time mass started to flow out of the model domain.

Figure 11. (a) 24-hour accumulated rainfall (mm) estimated by remote sensing for 18 August 2008. (b) Same but simulated by model.
Note that the color bars of the two legends are not equivalent.
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46 W. Increasing the diffusion (akmin 5 1, Figure 12a),

the spurious oscillations are reduced but the tracer distri-

bution is also smoother. Reductions of up to 15% in the

mass mixing ratio in the convective core and detrainment

zone are noted. On the other hand, the mnt advection even

with weak diffusion (akmin 5 0.01) does not generate

spurious oscillations (Figure 12c) and seems to produce

much more realistic transport and tracer distribution

patterns.

The horizontal transport at upper levels of tracer mass

detrained by shallow convective systems is shown in

Figure 13. This figure shows the tracer mixing ratio at a

height of 5.4 km, where the prevailing horizontal wind flows

from the west with a speed of around 20 m/s. Several tracer

cores detrained by convective systems are also shown.

Figures 13a and 13b show the tracer distributions resulting

from the orig advection scheme and akmin equal to 1 and

0.01, respectively. As shown in Figure 13b, the orig advec-

tion with a weak diffusion again produces spurious oscilla-

tions (denoted by the white arrows) with under- and

overshoots. Increasing the diffusion (Figure 13a), the spuri-

ous oscillations are almost eliminated, but the tracer distri-

bution is much smoother. In particular, the two cores

contoured by the black circle in Figure 13b are not evident

in Figure 13a. The simulation presented in Figure 13b also

has the lowest and highest values of the tracer mixing ratio,

an indication of a non-monotonic scheme. Figure 13c shows

the tracer distribution using the mnt scheme and weak

diffusion. As before, spurious oscillations did not appear

and the convective tracer cores are well defined, without

under- and overshoots.

4. Impact on Transport of Emissions Associated
With Sharply Localized Sources and on Formation
of Secondary Chemical Species

Sources associated with biomass burning are important

examples of sharply localized emission fields, which produce

plumes with strong spatial gradients of pollutant concen-

tration. To study the impact of both advection schemes on

transport and chemical formation, we solve the mass con-

tinuity equation, which in its advective form, after Reynolds

decomposition and neglecting molecular diffusion, reads

[e.g., Seinfeld and Pandis, 1998)]

ð24Þ

where �ggk is the grid box average of the mass mixing ratio of

species k, term (I) represents the 3-D resolved transport

(advection by the mean wind which is denoted by �uui), term

(II) is the sub-grid scale transport by the unresolved flows

(g00k u00i are the sub-grid scale fluxes) and term (III) is the

forcing. The quantity �rra is the grid box average of the dry air

density. The forcing �QQk is split into sink (R), source (E) and

the net production or loss by additional physical and/or

chemical processes (PL)

�QQk~RzEzPL: ð25Þ

In this study, the biomass burning sources were prepared

using the trace gas and aerosol emission fields preprocessor

described by Freitas et al. [2011]. The biomass burning

Figure 12. Vertical tracer transport by a deep convective system. (a) Results from the orig scheme and strong diffusion. (b) Same, but
with weaker diffusion. (c) Results from the mnt scheme and weaker diffusion.
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emission estimate [Longo et al., 2010] is split into two

contributions: smoldering, which releases material in the

first model layer above the surface, and flaming, which

makes use of an in-line 1-D plume rise model to determine

the injection layer [Freitas et al., 2007, 2010]. The net

production or loss (PL) by chemical reactivity is calculated

using the RACM chemical mechanism [Stockwell et al.,

1997], and more details are provided by Longo et al.

(submitted manuscript, 2011).

Model runs were done to assess the impact of the

advection schemes. The model was configured with the

same grid of the previous section (see Figure 14). The soil

model is composed of 7 layers with variable resolution,

distributed within the first 5 meters of soil depth. The total

length of the time integration was 2 days, starting on 16 June

2008 at 00 UTC. As before, atmospheric and chemical initial

and boundary conditions were provided by the 6 hourly

CPTEC T126L28 analysis and MOCAGE simulation fields,

respectively. Initial soil moisture was taken from Gevaerd

and Freitas’ [2006] estimation technique. The soil temper-

ature was initialized assuming a vertically homogenous field

defined by the air temperature closest to the surface from

the atmospheric initial data. Figure 14 also shows the fire

locations, as retrieved by remote sensing on the 2nd day of

the simulation, as well as the carbon monoxide emission

strength. A huge fire was observed close to the geographical

coordinate (48 W, 22 S), denoted by the red arrow. We use

this particular fire to analyze the impact of the advection

schemes on the transport and chemical reactivity of its

emissions.

Figure 15 shows the simulation of the transport of the

smoke plume associated with the big fire from Figure 14 at

22:30 UTC on 17 June 2008. Four simulations were done,

where three used the orig advection scheme (with akmin 5

1, 0.1 and 0.01) and one used the mnt scheme (with akmin

5 0.01). As described before, the fire emissions are split into

two parts. The smoldering part is released at the surface and

it appears in the left side of Figure 15 as smoke (actually

carbon monoxide - CO) distributed between the surface and

the first 1 km of height and around longitude 48 W. The

flaming emission is injected in the upper levels by the 1-D

plume rise model and appears in the same figure as the

downwind plume located between 3 and 5.6 km of height.

Note that at this time the horizontal size of this plume is

around 200 km. From Figure 15a, the orig scheme with

stronger diffusion simulates a much smoother and wider

CO mass distribution, not only for the elevated plume but as

well as just above the surface. In this simulation, the

maximum value of CO mixing ratio inside the elevated

plume is around 400 ppbv. As expected, reducing the

diffusion (Figures 15b–15d) results in more defined plumes,

stronger gradients and higher maximum values. The max-

imum values of CO mixing ratio inside the elevated plumes

are 800 and 1100 ppbv for the simulations with the orig

scheme and akmin equal to 0.1 and 0.01, respectively. Note

also the undershoots with values below than 50 ppbv present

in the last simulation (denoted by the white areas in

Figure 15c). In case of the mnt scheme with akmin equal

to 0.01 (Figure 15d), the maximum value is 850 ppbv.

Associated with the differences in the spatial gradient of

Figure 13. Horizontal transport of detrained mass tracer by convective systems. (a) The tracer mass mixing ratio using the orig
advection and stronger diffusion. Also, the prevailing horizontal wind is shown. (b) Same, but with weaker diffusion. (c) Same as
Figure 13b but using the mnt advection scheme.
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the tracers produced by both advection schemes and the

applied diffusion, significant discrepancies in the mass

concentration of secondary chemical species are expected,

mainly the ones for which its net production or loss are

determined by non-linear relationships. The right side of

Figure 15 reflects this expectation. It shows the ozone (O3)

mixing ratio distribution from the surface up to a height of

5.9 km. The results for O3 mixing ratio inside the smoke

plume at this nocturnal time (19:30 LT) show a dipole

pattern with a depletion of O3 at the source region and an

excess downwind. The O3 depletion is caused by its con-

sumption by nitric oxide (NO) produced by the combustion

of the biomass and injected inside the plume (not shown),

while the downwind ozone excess is associated with the

horizontal transport of the air mass rich in ozone formed in

the early hours and during the daytime.

Figures 15e–15g correspond to results for O3 with the

orig scheme and akmin equal to 1, 0.1 and 0.01, respect-

ively. For the case using the orig scheme and stronger

diffusion (Figure 15e), the dipole pattern is not evident,

reflecting the strong mixing present in the simulation. The

two other simulations with the same advection, but weaker

diffusion (Figures 15f and 15g), have similar patterns and

mixing ratios between themselves. Differences in the O3

mixing ratio of up to +50% in the region with depleted

ozone and up to 220% downwind can be found in the

previous three simulations. Figure 15h introduces the

results for the mnt scheme. In the elevated plume, it

simulates values for O3 of around 10% more than the orig

scheme with the same level of diffusion. Also, when

compared with the simulation with stronger diffusion,

the differences are much larger.

A horizontal view of the CO plume as simulated by both

advection schemes and different strengths of diffusion is

depicted in Figure 16. The results refer to a height of 3.9 km

and at the same time previously discussed. The horizontal

distribution of CO simulated by the orig scheme with

different intensities of diffusion (Figures 16a–16c) presents

huge discrepancies. The stronger diffusion (Figure 16a)

produces a wide and smooth distribution but seems to

prevent spurious oscillations. In the plume core, the max-

imum value of the CO mixing ratio is about 400 ppbv.

Decreasing the diffusion (Figures 16b and 16c) results in

horizontally narrow plumes with higher gradients and

maximum values (1400 and 900 ppbv, respectively) of the

CO mixing ratio. However, spurious oscillations appear,

with large under- and overshoots. For example, undershoots

of less than 10 ppbv in a background of around 50 – 75 ppbv

are generated. On the other hand, the mnt advection, even

with weak diffusion, does not generate spurious oscillations

(Figure 16d) and seems to produce much more realistic

horizontal transport and tracer distribution patterns. The

plume is much more narrow and the maximum value

present in its core is about 1200 ppbv.

Figure 14. Model simulation domain, fire locations and associated carbon monoxide emission field (1024 kg m22). Also, the strong fire
burn used in this study is shown.
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Figure 15. Four simulations of a smoke plume at 22:30 UTC on 17 June 2008 produced by the fire denoted by the red arrow in
Figure 14. (a–d) The carbon monoxide (CO) mass mixing ratio (ppbv) as simulated with the orig advection scheme and akmin equal to
1, 0.1, and 0.01 in Figures 15a, 15b, 15c, respectively. Figure 15d shows the same tracer but simulated with the mnt advection and
akmin 5 0.01. (e–h) The same simulations but for ozone (O3).

21

JOURNAL OF ADVANCES IN MODELING EARTH SYSTEMS



Figure 17 introduces a horizontal view at a height of

3.5 km of the ozone mass mixing ratio (ppbv) distribution

as simulated by both schemes. The dipole pattern is again

evident, more or less depending on the level of diffusion

used. Up to 50% more ozone is present in the downwind

region for the simulations with weaker diffusion. The simu-

lation with the orig scheme and akmin 0.01 (Figure 17c)

seems to be unrealistic, with strong and spurious oscillations.

The mnt one (Figure 17d) produces more realistic patterns

and well defined plume boundaries in terms of ozone.

5. Discussion and Conclusions

An additional advection transport scheme was implemented

in the CCATT-BRAMS regional atmospheric chemistry

transport model and its performance in transporting sharply

localized tracer fields from biomass burning was compared

against the original formulation. The main properties of the

new scheme are: (1) its ability to maintain the initial

monotonic characteristics of a tracer field being advected

and (2) its relatively low intrinsic numerical diffusion.

Several tests using idealized 2-D non-divergent and diver-

gent, stationary and time-dependent wind fields as well as

3-D realistic wind flows with data assimilation and full model

atmospheric physics were performed. The results showed that

the new scheme produces much more realistic transport

patterns, without generating spurious oscillations, under-

or overshoots, or spreading mass away from the local peaks.

On the other hand, with the original advection scheme,

which is not monotonic, spurious oscillations, under- and

overshoots are normally present in the simulations.

A remedy to remove the spurious oscillations and

maintain the monotonicity of the field in the original

advection scheme is by increasing the numerical diffusion

through the horizontal diffusion parameterization. How-

ever, this process causes an excessive smoothing in the

tracer distribution, reducing the local gradients, maximum

Figure 16. Four simulations of the carbon monoxide (ppbv) plume produced by the fire denoted by the red arrow in Figure 14. The
results correspond to the time 22:30 UTC on 17 June 2008 and at a height of 3.9 km. The results with the orig advection scheme and
akmin equal to (a) 1, (b) 0.1, and (c) 0.01, respectively. (d) The same tracer but simulated with the mnt advection and akmin 5 0.01.
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values and unrealistically spreading mass away from the

local peaks produced by strongly localized sources. The

excessive smoothing in the precursors of secondary species

(like ozone) formed by non-linear chemical reactions

causes large differences in the calculated mixing ratio. In

our example, described in Section 4, differences of up to

50% were seen for ozone inside the smoke plume core.

In spite of the huge improvements shown with the mnt

scheme, we should note that this scheme also exhibits some

unphysical anti-diffusion (Figure 6). Disadvantages of the

mnt scheme are also related to its computational aspects.

The case study presented in Section 4 required about 30%

more computer time for the run with the mnt scheme than

that with the orig advection. Furthermore, looking for

monotonicity imposes a two pass sweep on the input data

(upstream and downstream) in distinct orders (ascending

and descending). Data dependencies prevent parallelism in

the sweeping direction, imposing severe restrictions on

domain decomposition. However, the extra computer

resource needed by the mnt scheme is fairly justified by

the vast improvements in the simulation.

Overall, the mnt scheme provides much better numerical

representation of the advective transport and will replace the

orig scheme of the CCATT-BRAMS modeling system.

Future work will focus on improving the listed shortcom-

ings of the mnt scheme. Further comparisons with state-of-

the-art/highly accurate advection algorithms like CSLAM

[Lauritzen et al., 2010] will also be pursued.

Appendix A: Initial Condition for the Tracers of the
Idealized Experiments

1. The tracer fields used in Sect. 3.1.2 are defined by the

following equations using arbitrary units for the mass

mixing ratio (where X 5 x/10 km and Y 5 y/10 km are

the grid box indexes, in the range [1,100]):

Figure 17. Four simulations of the ozone (ppbv) plume produced by precursors from the fire denoted by the red arrow in Figure 14.
The results correspond to the time 22:30 UTC on 17 June 2008 and at a height of 3.5 km. The results with the orig advection scheme
and akmin equal to (a) 1, (b) 0.1, and (c) 0.01, respectively. (d) The same tracer but simulated with the mnt advection and akmin 5 0.01.
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Square:

Tr~
100,

if 40ƒXƒ60, 05ƒYƒ25ð Þ
if 40ƒXƒ60, 75ƒYƒ95ð Þ

�
20, otherwise

8<
: ðA1Þ

Slot: Tr~TrAzTrB , where

TrA~
100,

if

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X{50ð Þ2z Y{25ð Þ2

q
ƒ15

if

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X{50ð Þ2z Y{75ð Þ2

q
ƒ15

8><
>:

20, otherwise

8>>>><
>>>>: ðA2aÞ

TrB~
{80,

if 48ƒXƒ65, 23ƒYƒ27ð Þ

if 35ƒXƒ52, 73ƒYƒ77ð Þ

(

0, otherwise

8>><
>>: ðA2bÞ

Triangular: Tr~TrAzTrBz20, where

TrA~80 max 0,1{
1

15

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X{50ð Þ2z Y{25ð Þ2

q� �� �
(A3a)

TrB~80 max 0,1{
1

15

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X{50ð Þ2z Y{75ð Þ2

q� �� �
(A3b)

8>>><
>>>:

Gaussian:

Tr~ min 20,100 exp {
X{50ð Þ2z Y{25ð Þ2

150

 !
z

  

exp {
X{50ð Þ2z Y{75ð Þ2

150

 !!! ðA4Þ

2. The Gaussian tracer field used in Sect. 3.1.3 is given by

Tr~20z80 exp {
X{25ð Þ2z Y{50ð Þ2

250

 ! 
z

exp {
X{75ð Þ2z Y{50ð Þ2

250

 !! ðA5Þ

where X 5 x/10 km and Y 5 y/10 km are the grid box

indexes, in the range [1,100].

3. The first test, discussed in Sect. 3.1.5, employed three

tracers whose initial conditions were defined by:

Tr1~ min 20,100 exp {
X{50ð Þ2z Y{25ð Þ2

150

 ! !

Tr2~ min 30,145 exp {
X{60ð Þ2z Y{28ð Þ2

300

 ! !

Tr3~360{Tr{Tr2 ,

8>>>>>>><
>>>>>>>:

ðA6Þ

where X and Y are the grid box indexes, in the range [1,100].

The second test employed four tracers, where the first two

are the same as shown in equation (A6), while the other two

are defined as:

Tr3~40z
3Tr1z6Tr2

4
Tr4~Tr1zTr2zTr3:

8<
: ðA7Þ

Appendix B: The RAMS Horizontal Diffusion

In RAMS, when the horizontal grid spacing is large,

the horizontal diffusion parameterization (based on the

K-theory) uses a horizontal eddy mixing coefficient given

by Smagorinsky [1963]

Khoriz~ cxDxð Þ2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

L�uu

Lx

� �2

z2
L�vv

Ly

� �2

z
L�uu

Lx
z

L�vv

Ly

� �2

,

s
ðB1Þ

where cx is a constant, Dx is the horizontal grid spacing and

�uu and �vv are the horizontal components of the grid scale wind

field. However, the actual horizontal eddy mixing coefficient

used obeys the following relationship

K
effec
horiz~ max K min

horiz ,Khoriz

� �
, ðB2Þ

where K min
horiz is a imposed minimum value given by

K min
horiz~0:075akmin Dxð Þ4=3: ðB3Þ

In equation (B3) akmin is a user-specified coefficient of

order 1. Equation (B2) is justified to prevent very small

horizontal diffusion coefficients in situations when the local

fluid deformation rate happens to be close to zero, resulting

in very weak diffusion and too noisy simulations. More

details can be found at http://www.atmet.com/html/docs/

documentation.shtml.
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